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Abstract

Energetic atoms which have been knocked off their lattice sites by neutron or ion

irradiation leave a trail of vacancies and interstitials in their wake. Most of these defects

recombine with their opposites within their own collision cascade. Some fraction, however,

escape to become freely migrating defects (FMD) in the bulk of the material. The

interaction of FMD with the microstructure has long been linked to changes in the

macroscopic properties of materials under irradiation. We calculate the fraction of FMD in

pure vanadium for a wide range of temperatures and primary knock-on atom (PKA)

energies. The collision cascade database is obtained from molecular dynamics (MD)

simulations with an embedded atom method (EAM) potential. The actual FMD calculation

is carried out by a kinetic Monte Carlo (kMC) code with a set of parameters extracted either

from the experimental literature or from MD simulations. We take two different approaches

to the problem and compare them. The first consists of an idealized simulation for single

cascades. Annealing each cascade at different temperatures allows the mobile species to

escape and account for FMD. The second analyzes bulk diffusion and damage
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accumulation  in a specimen irradiated at a low dose rate in the presence of impurities, in

order to mimic experimental conditions. At the temperature studied, beginning of stage V,

we observe that only vacancies are free to move whereas most interstitials are stopped by

impurities. The fraction of FMD obtained is 11% for high purity vanadium, which is in

good agreement with the figures reported in literature. We also analyze the role of

impurities in damage accumulation.

Introduction

Vanadium-based alloys are of great technological importance for future fusion

reactors [1]. Their low activation in a 14 MeV neutron environment make them the ideal

candidates for the structural material of the reactor first wall. Thus it is imperative that we

fully understand the production and accumulation of radiation damage in these alloys. We

present a study of damage production and accumulation in pure vanadium in a first step

towards addressing this issue. .

Radiation damage production and accumulation in solids can be divided into two

stages. In the production stage, the impinging particle gradually gives off its kinetic energy

to the atoms of the lattice in the form of energetic recoils. These recoils deposit their energy

in the lattice by generating secondary and higher order recoils that result in a displacement

collision cascade. The outcome of this stage, of the time scale of ps, is a population of point

or clustered defects known as the primary state of damage. In the second stage, which can

extend over seconds, defects that survive recombination within their nascent cascade migrate

over long distances, interacting with the microstructure. These freely migrating defects

(FMD) are responsible for the changes in the macroscopic properties of metals under

irradiation, such as void swelling, embrittlement, radiation enhanced diffusion, etc.

Computer simulation efforts have been conducted in an attempt to model the two

stages of radiation damage. Molecular dynamics (MD) simulations studies using many-
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body potentials of the embedded atom method (EAM) type have proven to be very

successful in the description of the first stage of damage production [2,3]. The modeling of

the second stage has historically been undertaken by rate theory [4-6]. However, the

application of kinetic Monte Carlo (kMC) simulations to diffusion processes [7,8] is

starting to gain acceptance among the radiation damage community. The main strength of

kMC stems from the fact that the highly inhomogeneous nature of the spatial and temporal

damage distribution can be easily incorporated and treated. Moreover, features such as one-

dimensional migration of small interstitial clusters can also be treated within the same

model.

One quantity of fundamental interest for understanding radiation effects in solids is

the fraction of FMD. This fraction has been obtained by different experimental methods in

the literature. The main approach has been to analyze changes in macroscopic properties

believed to depend on the FMD population and to interpret these changes in terms of rate

equations. Measurements of radiation-enhanced diffusion [9-13], radiation-induced

segregation [14-16], dislocation pinning [17], swelling rates [18], ordering rates [19] and

electrical resistivity [20] have been used during the past twenty years to estimate this

fraction.

We present a calculation of the fraction of FMD in vanadium obtained by coupling

MD with kMC simulations. We compare our results with the experimental data reported in

the literature. We carry out two kinds of calculation. In the first, a single cascade is annealed

at various temperatures. This represents the dilute upper limit of the FMD fraction

corresponding to very low dose irradiation conditions. The second is a simulation of

damage accumulation at a fixed dose rate and temperature with varying impurity

concentration. For the sake of argument the impurities will be considered to be traps of

infinite strength for interstitials and transparent to vacancies. The role of impurities will be

analyzed in terms of FMD population and damage accumulation behavior.
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Cascade simulations and defect production

We simulate the primary state of damage by MD simulations. In order to obtain

reliable statistics a significant number of cascades has to be produced for each energy. The

details of these simulations are shown in table 1. All MD simulations were performed using

the MDCASK code either in its parallel or serial version. All the collision cascades were

simulated at room temperature (300 K). Since little influence of the irradiation temperature

on defect production has been observed [2,21,22], the defect configurations so generated

were used along the entire temperature range investigated by kMC. The temperature was

controlled by connecting the MD box to a thermal bath applying Langevin dynamics [23] to

the two outer layers of atoms. The atomic interactions were described by the Johnson and

Oh EAM potential [24]. The short range interaction part was smoothly splined to the

universal potential of Biersack and Ziegler [25]. Previous studies with this potential have

accurately reproduced the melting point and the displacement threshold energies [26].

Due to the open character of the bcc structure, channeling occurred in most of the

high energy cascades. Simulations in which channeling caused a cascade to cross the

boundaries of the simulation box were eliminated. Only three of the 20 keV cascades were

completed out of more than ten started. The simulations were continued until the number of

defects reached a stable population. The high melting point of vanadium confines the

thermal spike associated with the cascade to a small region that cools down quickly. Figure

1 shows the configuration of the damage produced by a 10 keV recoil after 15 ps. The light

points correspond to self-interstitial atoms and the dark ones to vacancies. Although

vacancies occupy the central part and SIAs the periphery, the trend is not so obvious as in

fcc metals. The defects are spread over the simulation box mostly as point defects. Only

small interstitial and vacancy clusters are formed during this stage.

An important result of these simulations is the low interstitial and vacancy clustering

observed. We consider a defect cluster to be any group of defects in which each of its
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members has at least one of the other elements of the cluster in a first nearest neighbor

position. Figure 2 shows the interstitial cluster distribution as a function of recoil energy

and cluster size. The largest cluster obtained was of 7 units in a 2 keV cascade. Except for

this cluster, no clusters greater than 3 were observed in cascades below 10 keV. This low

clustering is in good agreement with previous MD simulations in bcc metals [21,22,26-28].

Another result of these simulations is the effectiveness of the thermal spike in

repairing damage, in contrast to the predictions of a purely ballistic model [29]. Figure 3

depicts the efficiency of the ballistic NRT model to describe damage production. The

collisional models break down at high energies because of the local melting of the material

[30,31] and the damage production saturates at high energies due to subcascade formation.

The efficiency value obtained at high energy recoils is 26%, in good agreement with

previous work in bcc [21,22,27,28].

Kinetic Monte Carlo simulations

In order to extend the time scale of the simulation we couple the MD output to a

kMC code. The kMC simulations were performed with the BigMac code written by Mark

Johnson at LLNL. The details of its operation are described elsewhere [32]. The input

needed for the code is the primary state of damage obtained from MD, the diffusivities of

the single and clustered defects, and the binding energies of the defect clusters. The input

parameters of the model are shown in table 2. All vacancy clusters are assumed to be

immobile. The binding energy of vacancy clusters was computed by MD. The formation

energy of different cluster configurations was calculated up to size 6 minimizing the energy

by a quasi-newton method [33]. A fit of this curve was made to determine the binding

energy as a function of cluster size for larger clusters. The main assumption was that the

most stable configuration of large vacancy clusters is purely spherical. Although in pure

metals a void will collapse to form a faulted dislocation loop, the presence of helium
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stabilizes spherical voids. Therefore the assumption should hold for vanadium, a material

with high impurity content and in a helium producing environment. Thus another point of

the curve could be computed for a better fit at large sizes. One perfectly spherical void

containing more than 100 atoms was relaxed and its formation energy calculated. As

expected under this assumption, the best fit of the formation energy as a function of cluster

size is close to a power of (2/3).

The interstitial cluster diffusivities and binding energies are those calculated by

Naoki Soneda for iron with the Johnson&Oh potential [26]. Iron and vanadium have a

number of important similarities: the same type of lattice and proximity in the periodic table.

Moreover, within the context of these calculations both metals are described by the same

type of interatomic potential. This factor in particular led us to presume that a detailed study

of cluster binding energies and cluster diffusivities in vanadium would yield similar

numbers to those of iron. Single-interstitials and interstitial clusters of sizes up to 3 were

allowed to migrate three-dimensionally. Interstitial clusters of sizes between 4 and 19 were

constrained to one-dimensional migration (glissile) and larger clusters were considered to

be sessile.

Freely migrating defects from single cascades

FMD are those defects that escape recombination within their collision cascade. In

such a case, the outgoing flux of defects through a spherical surface centered at the cascade

and of sufficient radius will account for those defects that are highly unlikely to undergo

recombination. Obviously this definition is sensitive to the radius of the sphere, the

simulation time and the temperature. In a real irradiation experiment cascade overlapping

occurs, so it is reasonable to set a simulation time slightly lower than the time for cascade

overlapping for a given dose rate. Since the simulation time is fixed by the dose rate and the

temperature is another physical magnitude, the only parameter of our model that can affect



7

the FMD so calculated is the sphere radius. Due to the details of the kMC code, the

simulation box is cubic. We compute the fraction of FMD as a function of temperature and

recoil energy and analyze the sensitivity of the model to the kMC box size.

The simulation details are as follows. We anneal the primary state of damage

obtained in each of the cascades of our database in a kMC box of 100 nm edge. Each of the

defects that leave the box are flagged as FMD and removed from the simulation. The

simulation time is set to 1000 s which is equivalent to a dose rate of 10-9 s-1cm-2 in a 100 nm

box. In order to improve the statistical validity of the simulation, the calculation was repeated

for 100 different random number sequences for each cascade. The same procedure was

followed over the temperature range from 150 K to 750 K. The fraction of freely migrating

interstitials is displayed in figure 4 as a function of annealing temperature and PKA energy

and the fraction of freely migrating vacancies in figure 5. The values shown are averaged

over all the cascades available for each recoil energy.

As was shown in the previous section, the largest interstitial cluster found is of size

7, which is still mobile under our assumption. The high mobility of these clusters causes

them all to leave the box over the entire range of temperatures investigated, as seen in figure

4. Another interesting feature of this simulation is the correlation between recoil energy and

escape ratio. The higher the PKA energy, the more defects produced, therefore the higher

the probability for those defects to recombine and the lower the escape ratio. This

observation is in contrast to similar work on other metals in which the opposite or no

dependence were seen [34]. The type of lattice may play an important role in this difference.

In the referenced study, the material analyzed was gold, an fcc metal. In fcc metals big

dislocation loops are formed after the collision cascade and the vacancy rich core is clearly

separated from the interstitials in the periphery.

The picture is considerably different for vacancies as shown in figure 5. The low

diffusivity of the single vacancy means its motion is not noticeable until temperatures of

about 270 K, which is 100 degrees above the experimental temperature of stage III in this
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metal [35]. Stage III temperature is determined by the migration energy of the single

vacancy. Unfortunately, the high impurity content of vanadium reflects in wide

disagreements over the experimental temperatures of the annealing stages. Moreover, the

annealing stages are more tied to impurity migration phenomena than to vacancy migration

[36]. These factors led us to use the migration energy calculated by Bacon et al. [37] in the

input parameters. Its value of 0.7 eV seems like a good compromise given that experiments

report values from 0.5 eV to 1.2 eV [35]. Therefore, the 100 degree shift of stage III is a

direct consequence of our vacancy migration energy choice. For low energy recoils that is

the only feature of the curve due to the absence of immobile vacancy clusters. At high PKA

energies only the single vacancies have escaped after stage III has been reached, but small

vacancy clusters still remain in the box. Only when the temperature is high enough for those

clusters to break up and emit single vacancies can all the defects escape the box. This

happens in stage V, which occurs at the second step located at 550K in the curves

corresponding to the 5keV, 10keV and 20 keV recoils. Once again, this temperature is 100

degrees above the experimental one [36].

The main conclusion of this study is that no production bias of vacancies occurs at

any of the temperatures simulated. The fraction of FMD obtained for 20 keV recoils is 17%

after normalizing by the NRT model. This number is in the same line of previous computer

simulations of metals [28,34,38].

The sensitivity of the FMD to the kMC box size was studied. The same simulation

was performed for one of the 20keV cascades, varying the edge of the simulation box from

50 nm to 200 nm. No appreciable difference in the number of FMD was found. The only

difference observed was at the stage III transition temperature. In that temperature regime,

the motion of single-vacancies is extremely low and the box size may slightly shift the

transition temperature. Some slowly moving vacancies escaped from the small boxes while

they did not have enough time in the big ones. This effect is completely negligible.
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Damage accumulation

The simulation of the previous section is purely ideal and no experiment would ever

measure that FMD concentration. The interaction of newly produced point defects with the

damage from previous cascades will dramatically lower that figure. In an attempt to calculate

the fraction of FMD in a more realistic fashion we perform the following damage

accumulation simulation:

- Dose rate of 10-4 dpa/s in a kMC box of 200 nm edge.

- Periodic boundary conditions along the three coordinate axes.

- Flat recoil spectrum of 20 keV. The fraction of FMD represented by η is

calculated as follows:

η =
FMDN

NRT

(1)

The fraction of FMD so calculated is independent of recoil energy once the NRT

model efficiency is constant. Figure 3 shows that the efficiency is already constant at 20

keV. Therefore, the results are directly comparable to experiments of neutron or heavy ions

irradiation.

- Temperature of 650K, well above the transition temperature for stage V where

vacancies clusters become unstable.

- Two spherical sinks with a capture radius of 1.5 nm, both for interstitial and

vacancies. These long range sinks play a role similar to that of dislocations. Assuming an

effective length for the dislocation of the order of the kMC box the dislocation density is

5⋅109 dis/cm2.

- Presence of interstitial traps.
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The traps can be likened to generic impurities. They are immobile, which reproduces

a stable population of impurities once steady-state is reached. They are transparent to

vacancies but form a tightly bound complex with single-interstitials. In other words, they are

sinks of infinite strength for single-interstitials. Once the impurity-interstitial complex is

formed, the arrival of new interstitials can make it grow but it will always remain infinitely

bound. The only way such complexes can shrink is by the arrival of diffusing vacancies.

In a simulation of this sort, the number of FMD equals the number of mobile

species immediately before the introduction of a new collision cascade and subsequent

defect overlap. The population of mobile species will drop noticeably after several cascades.

More defects will be available for recombination and a steady count of FMD will be

reached. The fraction of FMD will be this steady-state value over the number of defects

produced by the recoil energy analyzed according to the NRT model.

The absence of detrapping will have a negligible effect on the fraction of FMD. On

the other hand, its influence on the damage accumulation will not allow us to establish

quantitative comparisons with experiments. The no-detrapping feature speeds up the

simulation driving the system towards the saturation of the damage at low doses. Despite

this mismatch between damage and dose, qualitative conclusions can be drawn since the

overall trend is preserved.

We repeat the calculation for two different impurity concentrations: 5 ppm and 100

ppm. In this way we can single out the role of impurities both on the fraction of FMD and

on the damage accumulation. The simulation with 5 ppm is clearly more representative of a

high purity sample used by experimentalists.

Figures 6 and 7 show how the damage accumulation occurs in both simulations.

Damage saturation is quickly reached at about 10-3 dpa in the high purity case. The cluster

density in the 100 ppm case keeps increasing linearly at the same dose. These curves are not

quantitatively comparable to experiments, not only for the lack of detrapping previously
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mentioned, but also due to the small size of the clusters in the simulation. As will be

explained later, none of the clusters in the simulation should be visible in the microscope.

The different behavior of the two simulations is easy to explain in terms of occupied

trapping sites and free defects available. Only when the vast majority of the interstitial traps

have captured at least one interstitial, can cluster growth be expected. Once this trap

saturation is reached the cluster density growth drops departing from linear behavior and the

growth of the already existing clusters takes place. Evidently, in the high purity case, the

lower concentration of trap sites and consequent faster saturation of them leads to a

saturation of the damage faster than in the low purity case. The number of trap sites not

only affects the damage accumulation behavior, but also the number of freely migrating

defects. Most of the cascade produced interstitials are promptly captured by impurities

leaving a population of freely migrating interstitials close to zero. In any case, the

dependence of this rather small number of freely migrating interstitials on the number of

traps is beyond all doubt. The trap concentration plays its role on the number of freely

migrating vacancies also. Although trapping sites are transparent to vacancies, saturated

traps are an effective sink for them. This dependence is shown in figures 8 and 9. As seen

in figure 8, the average of the population of single vacancies in the instant before the next

recoil entrance is 20 in the case of 5 ppm of impurities. This average is obtained only over

the points of the curve with a steady population of free vacancies. Normalizing by the NRT

collisional model we obtain a fraction of freely migrating vacancies of 11%. In the low

purity case of figure 9, the number of freely migrating vacancies is 4, 2.2% of the defects

predicted by the NRT model. These numbers are in line with previous experimental and

computer simulation results and display the strong dependence of the fraction of FMD and

the concentration of impurities[13,28,34,38]. Due to the greater effectiveness of the traps at

capturing interstitials, the fraction of freely migrating interstitials is much lower than the

fraction of freely migrating vacancies for the two impurity concentrations. In the case of 5

ppm, the fraction of freely migrating interstitials is 1% and for 100 ppm an almost
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negligible 0.07%. Very likely, the presence of vacancy traps would sway these figures

towards more balanced numbers both for freely migrating vacancies and interstitials.

Nonetheless, the imbalance of the two populations of FMD shows the influence of the type

of impurity on the fraction of FMD.

Figures 10 and 11 show the cluster size distribution function at two different doses

for the 5 ppm case. At 10-3 dpa, a clear change in the shape of the curve is observed. A shift

toward higher cluster sizes is shown in figure 11. Since TEM resolution is of the order of

nanometers, only clusters over size 40 are visible. Since the largest clusters are of size 27,

none of the clusters in our simulation would be visible in the microscope, as pointed out in

the beginning of this section. In the case of the simulation with 100 ppm, since at 10-3 dpa

the damage accumulation is still in the linear regime, no cluster growth has occurred. The

distribution function is not displayed in this case, because no significant changes in the

form of the curve can be seen in the dose range analyzed.

Conclusions

We present an extensive study of damage accumulation coupling MD to simulate

damage production and kMC to reproduce damage evolution. The collision cascades

showed the expected low clustering behavior of bcc metals. However, the defect production

obtained is lower than in the 5 keV cascades at 10K reported by Morishita et al. [26]. The

production of self-interstitial atoms (SIA) drops dramatically from 18 at 10K to 12 at 300K,

which implies a 33% decrease. Still , this is a small difference for such a large range in

temperatures investigated and is therefore in good agreement with the no-temperature-

dependence of damage production.

We calculate the fraction of FMD by two different approaches and compare both

results. The first one is comparable to an infinitely small dose rate in a perfectly pure

material. The second one consists of the simulation of low dose rate irradiation conditions
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in two different materials: one of high and another of low purity. The main difference

detected is the imbalance in the number of freely migrating interstitials and freely migrating

vacancies in the two cases with impurities. This disproportion is the result of the biased

nature of the trapping sites. Therefore, different types of imbalances can be expected for

different kinds of impurities. The absence of impurities evens out this imbalance as seen in

the single-cascade simulation. There is a strong correlation between the impurity content

and the fraction of FMD. For vacancies, this fraction is 17% in the pure case, drops down to

11% for only 5 ppm of interstitial-trapping impurities and decreases to 2.2% for 100 ppm.

We believe the damage accumulation simulation is the most valid method to compute the

fraction of FMD.

We also analyze the role of impurities in the damage accumulation process. In spite

of the impossibility of establishing direct comparison with experiments, qualitative

conclusions can be drawn. The existence of impurities clearly increases the dose required to

achieve the saturation of the damage. This saturation is reached in a state in which defect

production and recombination are perfectly balanced. Until most of the trapping sites are

taken, the trapping contribution is too high to allow equilibrium. Thus, the higher the content

of impurities, the later the material will reach the steady state of damage.

In order to get a deeper insight into these phenomena and to reproduce experimental

conditions in a more realistic manner, work is underway to include the effect of detrapping,

real impurities and alloying elements.
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Figures

Figure 1. State of damage generated by a 10 keV PKA at 300K. The light points represent

self-interstitial atoms and the dark ones vacancies. The defect population is stable 15 ps

after the PKA entrance. No clusters larger than size 4 are formed.
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Figure 2. Average number of interstitial clusters as a function of size and PKA energy. The

low clustering tendency is the same for vacancy clusters (Not shown in figure).

Figure 3. Efficiency of the NRT model as a function of PKA energy. The small drop from

5 keV (34%) to 20 keV (26%) indicates that the NRT efficiency is close to saturation.

Figure 4. Escape ratio of interstitials as a function of recoil energy and annealing

temperature. Mobile interstitial clusters are also included in the escape ratio. Observe that

the escape ratio decreases when the recoil energy increases.

Figure 5. Escape ratio of vacancies as a function of recoil energy and annealing

temperature. The second step corresponding to stage V starts to be visible at PKA energies

of more than 1 keV.

Figure 6. Interstitial and vacancy cluster density as a function of dose for vanadium with 5

ppm impurity content. All the interstitial clusters represented are trapped at the impurities.

The number of free interstitial clusters is negligible.

Figure 7. Interstitial and vacancy cluster density as a function of dose for vanadium with

100 ppm impurity content. The damage has not saturated at 10-3 dpa because not all the

trapping sites have been taken.

Figure 8. Number of freely migrating vacancies as a function of dose for vanadium with 5

ppm impurity content. The average number is 20.

Figure 9. Number of freely migrating vacancies as a function of the dose for vanadium with

100 ppm impurity content. The average number is 4 vacancies.
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Figure 10. Cluster size distribution at 10-4 dpa in vanadium with 5 ppm impurity content.

Figure 11. Cluster size distribution at 10-3 dpa in vanadium with 5 ppm impurity content.

Cluster growth has taken place after the trapping sites have been saturated.



18

Table 1: Computational box size and number of simulations for each recoil energy.

Energy (eV) Box size (lat units) no. of atoms no. of cascades
20000 80x80x80 1024000 3
10000 50x50x50 250000 6
5000 45x45x45 182250 4
2000 45x45x45 182250 7
1000 30x30x30 54000 9
500 25x25x25 31250 15
200 25x25x25 31250 15
100 25x25x25 31250 15
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Table 2: Input diffusivities for kMC and reference.

D(cm2/s) Em(eV) Reference
I 1.0e-03 0.03 [28]
I2 7.5e-05 0.067 [28]
I3-I19 1.4e-04 0.17 [28].
V 1.0e-03 0.7 [37]
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Figure 1
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Figure 2.
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Figure 3.
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Figure 4.
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